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Motivation

• Task-Oriented Dialog (TOD) Systems

• Construct Mechanism ⇒

1. Dialog Understanding: structured-semantics from user utterances

2. Policy Planning: Dialog Act (DA) that leads to task success

3. Dialog Generation: Produce responses
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Contribution

1. First semi-supervised study on pre-training to model explicit dialog
policy for PCMs (Pre-trained Conversation Models)

2. GALAXY learns dialog policy knowledge ⇒ SOTA on TOD

3. New Labeled dataset UniDA and unlabeled dialog corpus UnDial
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TL;DR - Takeaway

Optimization Equations

Lpre = Lunlabel + Llabel (1)

Llabel = LRS + LRG + LDA + LKL (2)

Lunlabel = LRS + LRG + gLKL (3)

Lfine = LRS + LRG + αLDA (4)

• pre: Pre-training objectives

▶ RS : Response Selection
▶ RG : Response Generation
▶ DA: Dialog Act Prediction
▶ KL: Consistency Regularization (Kullback-Leibler)

• fine: Semi-supervised learning from labeled+unlabeled data
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Related Work

• Pre-trained Language Models (PLMs): Large Scale text corpora
(Transformers) e.g. SimpleTOD

• Pre-trained Conversation Models (PCMs): Variants of PLMs:
▶ Train on Dialog Data
▶ Designed on new dialog-oriented pre-training objectives
▶ Integrate both of the former points together

• Semi-supervised Learning (SSL)
▶ Labeled and Unlabeled data
▶ Early results from generative models - VAEs, GANs
▶ Pseudo-Labeling: Further training on unlabeled data after initial

tagging via label-data-trained-model.
(Shared lower layers, task-specific top-layers)

▶ Consistency Regularization: Perturb unlabeled data-points, and
minimize KL-divergence.
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Input Representation

Figure 1: Architecture of our pre-trained dialog model. The left part illustrate the
input representations, which contain embeddings of tokens, roles, turns, and
positions. The right part shows the pre-trained objectives. Blue lines denote the
bi-directional attention. Dashed yellow lines denote the uni-directional attention.

Figure 2: The procedure of computing LKL.

Source: He et al. GALAXY paper. 5 / 25



Pre-training objectives - Response Selection

• Binary Classification problem: Given a (context, response) pair from
corpus, perform negative sampling.

• sigmoid(bidirectional encoder(c,r))

Figure 3: The procedure of computing LRS .

Source: He et al. GALAXY paper.
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Pre-training objectives - Response Generation

• Auto-regressive (based on past values) dialog response prediction on
dialog context c.

• To minimize negative Log likelihood loss

Figure 4: The procedure of computing LRG .

Source: He et al. GALAXY paper.
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Pre-training objectives - Dialog Act Prediction

• Predict DA label a from context c (multi-mapping).

• Encode the objective with sigmoid of a Bernoulli distribution over
labels given context, since Σp(a|c) can be more than one.

Figure 5: The procedure of computing LDA.

Source: He et al. GALAXY paper.
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Pre-training objectives - Consistency Regularization

• Labels are absent by design in UnDial

• Employ dropouts on given context twice on feed-forward network, and
minimize bidirectional KL-divergence of distribution

Figure 6: The procedure of computing LKL.

Source: He et al. GALAXY paper.
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Semi-Supervised Pre-trained mechanism

Llabel = LRS + LRG + LDA + LKL (5)

Lunlabel = LRS + LRG + gLKL (6)

Lpre = Lunlabel + Llabel (7)

• Discard noisy samples from unlabeled data (examples follow in a later
slide)

• Use perturbed distribution as proxy for current entropy.
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Semi-Supervised Fine-tuning

Lfine = LRS + LRG + αLDA (8)

• α is one when we have annotation, else zero

• r* = (d, r), where d comprises of belief states and dialog acts.
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Model Architecture Reference - UniLM

Dong et al. Unified Language Model Pre-training for Natural Language
Understanding and Generation. NeurIPS 2019.

Source: Dong et al. UniLM paper.
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Model Architecture Reference - UniLM

Dong et al. Unified Language Model Pre-training for Natural Language
Understanding and Generation. NeurIPS 2019.

• Bi-directional encoder for understanding

• Uni-directional decoder for generation

• Encoder and Decoder share weights
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Input Representation Reference - PLATO

Dong et al. PLATO: Pre-trained Dialogue Generation Model with Discrete
Latent Variable. NAACL 2020.

Source: Bao et al. PLATO paper.

• Bi-directional encoder for understanding
• Uni-directional decoder for generation
• Encoder and Decoder share weights
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Pre-Training Dialog Labeled Dataset: UniDA

• N.B. Dialog Acts are treated as the annotations disregarding contents

• Text-only TOD systems considered

• Prior universal task-datasets omit features: not-sure, dont-understand

• 20 frequently used DAs following Bunt et al. ISO. LREC 2010 *

Table Source: He et al. GALAXY paper.
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Pre-Training Dialog Unlabeled Dataset: UnDial

• Source: Online forums, chat logs, customer service conversations

• Processing on 14 available datasets to generate the said dataset

Table Source: He et al. GALAXY paper.
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Discussion

1. How does the semi-supervised method work during the pre-training
process?

2. How much improvements does LDA, LKL and the gating mechanism
contribute?

3. How can the model improve task completion in real cases?
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Metrics tracked

1. Inform rate: How often the entities provided by the system are correct
(proxy of precision*)

2. Success rate: Rate of system answering all the requested attributes

3. BLEU score: fluency of generated responses

4. Comb score: (Inform + Success)*0.5 + BLEU

5. Comb score* : (SuccessF1 + Match)*0.5 + BLEU
[In-Car: Lei et al. (2018)]
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Evaluation - Benchmarks

Figure 7: performances on MultiWOZ2.0/2.1.

Figure 8: performances on In-Car.

Figure 9: performances of different pre-trained conversation models on MultiWOZ2.0.

Image Source: He et al. GALAXY paper.
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Evaluation - Benchmarks

Figure 10: performances of different pre-trained conversation models on MultiWOZ2.0.

Image Source: He et al. GALAXY paper.
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Semi-Supervised Evaluation: Low Resource Analysis

End to end results of low-resource experiments. 5% (400 dialogs), 10% (800

dialogs), 20% (1600 dialogs) of training data is used to train each model.

• More sample efficient than recent pre-trained models.

Table Source: He et al. GALAXY paper.
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Semi-Supervised Evaluation: Pre-Trained Methods

• GALAXYmulti discards LKL.

Table Source: He et al. GALAXY paper.
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Discussion - Learning Curve

1. 10% of UniDA and 100% of UnDial used for training, rest is testing
set

2. Given limited data, model collapses, outputs become constant.
3. LDA handles the problem in next iterations.
4. LKL avoids overfitting.

Figure 11: Learning curves of train/test DA F1 scores and the LKL loss.

Image Source: He et al. GALAXY paper. 23 / 25



Discussion - Ablation Results

Figure 12: Ablation results on MultiWoz2.0

• Minus LDA ⇒ collapsing problem occurs
• Minus LKL ⇒ Multitask learning (inadequate unlabeled data use*)
• Minus LKL, LDA ⇒ Pre-training on high quality dialog data

Figure 13: Gating mechanism (g) in effect on unlabeled data.

Image and Table Source: He et al. GALAXY paper. 24 / 25



System Comparative conversation example

Figure 14: Delexicalized responses by GALAXY and UBAR on MultiWOZ-2.0

Image Source: He et al. GALAXY paper.
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